Title of the course

Biomedical Spectroscopy and Imaging

ii |Credit Structure (L-T-P-C) 3-0-0-6
iii | Type of Course Ph.D. course
iv |Semester in which normally to be |Spring
offered
v |Whether Full or Half Semester |Full
Course
vi |Pre-requisite(s), if any (For the |--
students) — specify course
number(s)
vii |Course Content Module 1: Medical Imaging
Module 2: Spectrometry and Instrumentation
Module 3: Hyperspectral Imaging, line scanning, and Point
spectroscopy
Module 4: Fluorescence spectroscopyand applications
Module 5: Infrared spectroscopyand applications
Module 6: Raman spectroscopyand applications
viii | Texts/References Laser fundamentals, William. T Silfvast, 2004
Photonics, Volume 4: Biomedical spectroscopy, photonics and
microscopy, David L Andrews, 2015
Biophotonics: vibrational spectroscopic diagnostics, Mathew
baker, Caryn Hughes, Katherine A Hollywood,2016
Fundamentals of Medical imaging. Suetens P, 2017
ix |Name(s) of Instructor(s) Surya Pratap Singh
X |Name(s) of other Departments/ |Chemistry
Academic Units to whom the Physics
course is relevant
xi |Is/Are there any course(s) in the [No
same/ other academic unit(s)
which is/ are equivalent to this
course? If so, please give details.
xii |Justification/ Need for The primary aim of this course will be to introduce the

introducing the course

participant to the field of medical imaging and bio spectroscopy.
The basic theory, instrumentation and working principle will be
discussed for routinely employed techniques. An introduction to
different imaging approaches with a special focus to diagnosis
and therapy monitoring will be provided.




Name of Academic Unit: Biosciences & Bioengineering
Level: Ph.D.
Program: Ph.D.

Title of the Course

Genetic Engineering

Credit Structure (L-T-P-C)

(3-0-0-6)

Type of Course

Ph.D. Course

Semester in which normally to be offered

August-December

Whether full or half semester Course

Full Semester

Pre-requisite(s), if any (for the students)-
specify the course number(s)

vii

Course Content

Role of genes within cells, genetic code, genetic elements that
control gene expression, Method of creating recombinant DNA
molecules, Types, biology and salient features of vectors in
recombinant DNA technology-I: Plasmids, Phages,
Cosmids, Fosmids, Phagemids, and Artificial chromosomes,
Safety guidelines for recombinant DNA research, Control of
spills and mechanism of implementation of biosafety
guidelines

Enzymes in genetic engineering: Restriction nucleases: exo &
endo nucleases, Enzymes in modification-  Polynucleotide
phosphorylase, DNase and their mechanism of action,
Enzymes in modification- Methylases and phosphatases and
their mechanism of action, Enzymes in modification-
Polynucleotide kinase, Ligases, RNase and their mechanism of
action.

Methods of nucleic acid detection, Polymerase chain
reaction (PCR) and its applications, Variations in PCR and
their applications, Methods of nucleic acid hybridization,
Probe andtarget sequences, Nucleic acid mutagenesis in vivo
and in vitro Unit 4: Isolation and purification of nucleic acid
(genomic/plasmid DNA and RNA), Quantification and storage
of nucleic acids, Construction of cDNA library,
Construction of Genomic library, Screening and preservation
of DNA libraries, DNA Sequencing and cloning strategies.
Gene transfer techniques: biological methods, Gene transfer
techniques: chemical methods, Gene transfer techniques:
physical or mechanical methods, Agrobacterium- mediated
gene transfer in plants, Chloroplast transformation.

Gene therapy: Introduction and Methods, Gene targeting and
silencing, Gene therapy in the treatment of diseases,
Challenges and future of gene therapy

viii

Texts/References (separate sheet may be
used, if needed)

1.Introduction to Genetic Engineering - Nicholl. Cambridge
Low Price Edition, 2006.

2.Principles of gene manipulation and Genomics - Primrose
S.B. and Twyman R.M.,Blackwell Scientific Publications,
2008

Name(s) of Instructor(s)

Prof. Sudhanshu Shukla

Name(s) of other departments/academic
units to whom course is relevant

NA

Xi

Is/Are there any Course(s) in the same/
other academic unit(s) which is/are
equivalent to this course? If so, please give
details

No

Xii

Justification/ Need for introducing the
course

This course explores the genetic engineering methods required
in molecular biology experiments.
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Name of the course

Maolecular biology techniques and applications

Credit Structure

Full or half semester

L3 TOPODCo
Full semester; Autumn (August- Nov) and Spring (Jan-Apr)

Name of the
instructor

Prof. Surya Pratap Singh

Course content and
Justification

This course will introduce students with the technigues such as biochemical
estimation, microbial culture, chromatography, protein purification and
estimation methods, PCR, immunological assays, and gene sequencing. This
course will cover a wide array of research areas such as molecular biology,
immunology, cell biology, genetics, biochemistry, amimal biotechnology. The
course module will be designed in such a way to cover the principles, procedure,
result interpretation, the dos, and don't in most of the wet lab procedures. The
primary focus will be to familiarize students with the basic principle and
application of each of the techniques.

+ Circulated to DPGC on Oct., 28% 2020; deliberated and approved by DPGC on Oct. 29% 2020




Name of Academic Unit

Level : MS/Ph.D.

Programme : MS/Ph.D.

: Computer Science and Engineering

Title of the course

Advanced Computer Architecture

Credit Structure (L-
T-P-C)

(3039)

Type of Course

Elective course

iv

Semester in which
normally to be
offered

Spring

Whether Full or

Half Semester
Course

Full

Vi

Prerequisite(s), if

Computer Architecture

17




any (For the
students) — specify
course number(s)

vi | Course Content* Instruction-level parallelism: out-of-order pipelines; Thread-level
i parallelism: multi-core, multi-threading, memory hierarchies, coherence
and consistency, on-chip networks; Data-level parallelism: vector
processing, GPUs; optimizations and enhancements: modern branch
predictors, instruction and data prefetchers, value speculation.
V | Texts/References Textbook:
ii (1) Computer Architecture: A Quantitative Approach, David Patterson
and John L. Hennesy, Elsevier, Sixth edition. 2017
Reference:
(1) Processor Microarchitecture: An Implementation Perspective.
Antonio Gonzalez, Fernando Latorre, and Grigorios Magklis.
Synthesis Lectures on Computer Architecture. 2011. (available online)
(2) A Primer on Memory Consistency and Cache Coherence, Daniel
Sorin, Mark Hill, and David Wood, Morgan and Claypool Publishers,
2011
(3) On-chip Networks: Second edition, Natalie Enright Jerger, Tushar
Krishna, Li-Shiuan Peh, Morgan and Claypool Publishers, 2017
(4) Parallel Computer Architecture, David Culler, Jaswinder Pal
Singh, Anoop Gupta, Elsevier, 1998
X | Name(s) of Gayathri A/ Rajshekhar
Instructor(s) ***
X | Name(s) of other EE
Departments/
Academic Units to
whom the course is
relevant
Xi | Is/Are there any No
course(s) in the
same/ other academic
unit(s) which is/ are
equivalent to this
course? If so, please
give details.
xi | Justification/ Need | The basic Computer Architecture course introduces the student to

for introducing the
course

processor design, and enables them to understand the working of simple
embedded processors and controllers. The processors that go into servers
and even desktops are significantly more advanced. This course will
enable the student to understand many aspects of a modern processor. This
course is essential for anyone who wishes to work/ research in the areaof
processor design.
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Name of Academic Unit: Computer Science

Level: B.Tech/MS/PhD
Program: B.Tech /MS/PhD

Title of the course

FPGA for communication networks prototyping

Credit Structure (L-T-P-C)

3-0-0-6

Type of Course

Elective

Semester in which normally to be
offered

Spring

Whether Full or Half Semester
Course

Full

Vi

Pre-requisite(s), if any (For the
students) — specify course number(s)

EE 224 Digital System
Exposure on Computer Network

Vii

Course Content

History and evaluation of FPGAs

FPGA architecture

Introduction to Quartus Prime (vendors and design tools; vendors
and programmable logic)

Exploiting Simulation tools (e.g., ModelSim)

Exploiting FPGAs for multi-domain technologies

Introduction to radio access networks-fronthaul (e.g., common
public radio interface), optical network (e.g, implementation of
dynamic bandwidth allocation algorithms), metro and core networks
Cross-layer design

The role of FPGA in the above specified network segments and use
case scenarios

In and Out

Clocks and Registers

State Machines

Modular Design

Memories

Managing Clocks

I/0 Flavors

Qsys, Nios Il

Conversion of USB to Ethernet

triple speed Ethernet

Low Latency 10G Ethernet

viii

Texts/References

1. C. Maxfield, “The Design Warrior's Guide to FPGAs: Devices,
Tools and Flows”, Jun. 2004, eISBN 9780080477138

2. FPGAs For Dummies, 2nd Intel Special Edition. Published by.
John Wiley & Sons, Inc

3. William J. Dally, R. Curtis Harting, “Digital Design: A Systems
Approach 1st Edition”, Cambridge University Press, September
2012, ISBN 9780521199506

4. Verilog by Example: A Concise Introduction for FPGA Design,
Blaine C. Readler

5. Course materials: Slides; Notes; Tutorials from Altera website
https://www.altera.com/support/training/university/materials-
tutorials.html



https://www.altera.com/support/training/university/materials-tutorials.html
https://www.altera.com/support/training/university/materials-tutorials.html

6. R. Ramaswami, K. Sivarajan, G. Sasaki; “Optical Networks: A
Practical Perspective,” 3rd Ed., Morgan Kaufmann, ISBN:
9780123740922

Name(s) of Instructor(s)

Koteswararao Kondepu

Name(s) of other Departments/
Academic Units to whom the course
is relevant

EE

Xi

Is/Are there any course(s) in the
same/ other academic unit(s) which
is/ are equivalent to this course? If
S0, please give details.

No

Xii

Justification/ Need for introducing
the course

The course explains how to perform the hardware programming and
adopt the solutions for communication networks. The aim of the
course is to develop hands-on skills and understanding how to apply
developed skills into multi-domain technologies. Moreover, the course
also teaches how to implement different interfaces (e.g., Ethernet to
USB) conversion. Due to lack of required FPGA hardware, the course
will be target to exploit simulation based tools (e.g., modelsim)

without any-license requirement.




Name of Academic Unit : Computer Science and Engineering

Level : PhD
Programme : PhD

Title of the course

Formal Models for Concurrent and Asynchronous Systems

Credit Structure (L-T-P-C) (3-0-0-6)
Type of Course Core course
Semester in which normally to be offered |Spring
Whether Full or Half Semester Course  |Full

Pre-requisite(s), if any (For the students)
— specify course number(s)

Discrete Mathematics, Theory of computation

Course Content*

(1) Petri nets :
Elementary nets, Place/Transition nets,
Behaviors - traces, posets, unfoldings,

Decision problems - reachability, coverability,
Tools, implementations and case-studies.

(2) Well structured transition systems
Ageneralized abstraction for infinite-state systems,
Well-quasi orders and well-founded systems,

Applications to show termination of infinite systems,
Theoretical bounds on complexity.

(3) Distributed automata models :
Asynchronous automata,
Message passing automata: Also called Communicating

finite-state machines,

Lossy channel machines.
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Texts/References

(1) Elementary Net Systems,
Grzegorz  Rozenberg and Joost Engelfriet,
Lectures on Petri Nets I: Basic Models, Advances in
Petri Nets, Springer LNCS 1491 (1998) 12-121.

(20 Some Behavioural Aspects of Net Theory

P.S. Thiagarajan,
Theoretical Computer Science, 71 (1990) 133-153 (3)
Basic Linear Algebraic Techniques forPlace/Transition
Nets,
Jorg Desel,
(4) Lectures on Petri Nets I: Basic Models, Advances in
Petri Nets, Springer LNCS 1491 (1998) 257-308. (5)
(6) Well-Structured Transition Systems Everywhere!,
Alain Finkel and Philippe Schnoebelen,
) Automata on  Distributed  Alphabets(
Madhavan Mukund,
In Deepak D'Souza and Priti Shankar (eds),
Modern Applications of Automata Theory, World
Scientific.

Name(s) of Instructor(s) ***

Ramchandra Phawade

Name(s) of other Departments/ Nil
Academic Units to whom the course is
relevant

Is/Are there any course(s) in the same/ No

other academic unit(s) which is/ are
equivalent to this course? If so, please
give details.

Justification/ Need for introducing the
course

This is an advanced course in concurrency which is
essential for doing research in Formal methods of
verification, Concurrency and in general Theoretical
Computer Science.
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Name of Academic Unit: Computer Science and Engineering

Level: MS/PhD

Programme: MS/PhD

Title of the course

Software Defined Networking (SDN) and Network Function
Virtualization (NFV)

ii | Credit Structure (L-T-P-C) 3-0-0-6
iii_| Type of Course Elective
iv | Semester in which normally to be Spring
offered

V| Whether full or half semester course Full

vi | Pre-requisite(s), if any (for the students) | Exposure to Computer Networks
— specify course number(s)

vii | Course content History and evolution of SDN; SDN Architecture (Application, Control,
Infrastructure Layer); SDN Interfaces (East/West/North/South-bound
interfaces); SDN Security; SDN routing; SDN standards; SDN Controllers;
Network Operating Systems and Languages; OpenFlow; Software
Switches (e.g. OpenVSwitch); SDN Simulation/Emulation Platforms (e.g.
Mininet); Federated SDN networks; SDN Applications and Use Cases;
Programming assignment/project;

Need for NFV; NFV and SDN Relationship; Virtual Network Functions;
Service Function Chaining; NFV Specifications; NFV Architecture; NFV
Use Cases; NFV Management and orchestration (MANO); Open-source
NFV; Hands-on exercises based on OpenStack/Docker.
viii | Texts/References o Software Defined Networks: A Comprehensive Approach by Paul
Goransson and Chuck Black, Morgan Kaufmann Publications, 2014
e SDN - Software Defined Networks by Thomas D. Nadeau & Ken Gray,
O'Reilly, 2013
e Software Defined Networking with OpenFlow, By Siamak
Azodolmolky, Packt Publishing, 2013
e Gray, Ken, and Thomas D. Nadeau. Network function virtualization.
Morgan Kaufmann, 2016.
e Zhang, Ying. Network Function Virtualization: Concepts and
Applicability in 5G Networks. John Wiley & Sons, 2018.
e Foundations of modern networking- SDN, NFV, QoE, loT, and Cloud,
William Stallings
e James Kurose and Keith Ross, "Computer Networking, A Top-Down
Approach"
iX | Name (s) of the instructor (s) Tamal Das
X | Name (s) of other departments / EE
Academic Units to whom the course is
relevant
Xi | Is/Are there any course(s) in the same/ No
other academic unit(s) which is/ are
equivalent to this course? If so, please
give details.
xii | Justification/ Need for introducing the Contemporary end-user and application requirements demand flexible,

course

dynamic network control and management. As a result, the telecom sector
is gearing towards programmable control and data planes. This course
would shed light on the fundamentals of software defined networking and
network function virtualization — primary enablers for network
softwarization. This topic is particularly relevant at present, with more and
more programmable networking devices being developed — both open-
source and proprietary. This course will better equip the students to
understand contemporary telecom network operations. The objective of
this course to learn about SDN and NFV — both in theory and practice.
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Name of Academic Unit: Computer Science and Engineering
Level: B.Tech
Programme: B.Tech/M..S

i Title of the course Statistical Pattern Recognition
ii | Credit Structure (L-T-P-C) 3-0-0-6
iii | Type of Course Elective
iv | Semester in which normally to be offered | Spring
v | Whether Full or Half Semester Course Full
vi | Prerequisite(s), if any (For the students) | Multivariate Calculus and Linear Algebra,
— specify course number(s) Probability, Programming
vii | Course Content Bayesian Decision Making and Bayes
Classifier, Parametric and Non Parametric
Estimation of Densities, General Linear
Models, Discriminative Learning based
Models, Dimensionality Reduction
Techniques, Empirical and Structural risk
minimization, Ensemble Methods, Pattern
Clustering
vii | Texts/References 1.R.0.Duda, P.E.Hart and D.G.Stork,
i Pattern Classification, John Wiley, 2001.
2.C.M.Bishop, Pattern Recognition and
Machine Learning, Springer, 2006.
ix | Name(s) of Instructor(s) Prabuchandran K.J.
X | Name(s) of other Departments/ EE
Academic Units to whom the course is
relevant
Xi | Is/Are there any course(s) in the same/ No
other academic unit(s) which is/ are
equivalent to this course? If so, please
give details.
xii | Justification/ Need for introducing the This course provides theoretical/statistical
course underpinnings of pattern recognition and
machine learning methods.

11




Name of Academic Unit: Mathematics
Level: PG
Programme: Ph.D..

1 Title of the course Advanced Graph Theory
2 Credit Structure (L-T-P-C) L:3 T:1 P:0 C:8
3 Mention academic programme(s) Elective
for which this course will be a core
course
(Write “elective” if not core for any)
4 Semester in which normally it is O Autumn (August-Nov)
offered I Spring (Jan-Apr)
Tick mark (or underline) appropriate 0 Summer ( May-July)
option(s)
5  |Whether full or half semester O Full Semester O Half Semester
course
Tick mark (or underline) appropriate
option
6 Course content Fundamental concepts of graph theory, Trees and
distances, Planar graphs, Graphs on surfaces, Coloring
and chromatic numbers, Edge coloring and chromatic
index, Total coloring and total chromatic number, List
coloring and choosability, Graph minors, Directed and
Oriented graphs, Graph homomorphisms, Graph
homomorphisms and colorings, Graph homomorphisms
and minors, Extremal graph theory, Random graphs.
7 Texts/References 1. D. B. West, Introduction to Graph Theory 2"
edition. Prentice Hall.
2. Harary. Graph Theory. Reading, MA: Perseus
Books, 1999.
3. R. Diestel, Graph Theory, 5" edition. Springer.
8 Name (s) of the instructor (s) Sagnik Sen
9 Name (s) of other departments / Computer Science and Engineering
Academic Units to whom the course
is relevant
10 |Is/Are there any course(s) in the No
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same/ other academic unit(s) which
is/ are equivalent to this course? If
so, please give details.

11  |Mandatory Pre-requisite(s) - specify |[N/A
course number(s)
12 |Recommended Pre-requisite(s) - Basic Graph Theory
specify course number (s)
13 |Mention 8 to 12 keywords/phrases  |Graphs, Graph Coloring, Graph homomorphisms, Graph
about this course that would minors, The Four-Color Theorem, Hadwiger’s
facilitate automated course Conjecture, Tait’s Theorem, List coloring.
recommendation and course
interdependency
(These may or may not be from the
syllabus content)
14 |Justification/ Need for introducing [This is an advanced course in graph theory which

the course

covers structural graph theory with a focus on graph
coloring, graph homomorphism and graph minors. It
will be beneficial for PhD students who wants to
work in the domain of Discrete Mathematics and

Graph theory and related topics.
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INDIAN INSTITUTE OF TECHNOLOGY DHARWAD

CSE

Name of Academic Unit: Mathematics
Level: Doctoral
Programme: PhD

Title of the course

Perfect graphs and graph algorithms

Credit Structure (L-T-P-C)

3-1-0-8

iii | Type of Course Elective
iv |Semester in which normally to be|Even
offered
v |Whether Full or Half Semester Course |Half
vi |Pre-requisite(s), if any (For the|Exposure to CS 201,211 Data Structures and
students) — specify course number(s) Algorithms, Lab,CS 203 Discrete Structures or
equivalent.
vii |Course Content Perfect graphs, The Weak Perfect Graph
Theorem, The Strong Perfect Graph Theorem
(statement only), Chrodal graphs, Perfect
Elemination Order and Scheme, Split graphs,
degree sequence, Erdos-Gallai Theorem,
Comparability graphs, Permutation graphs,
Intersection graphs, Interval graphs and some
of its properties, Circular arc graphs
viii | Texts/References 1) M. C. Golumbic. Algorithmic Graph Theory
and Perfect Graphs. Academic Press, New
York, 1980.
ix |Name(s) of Instructor(s) Sagnik Sen
X |Name(s) of other Departments/ Computer Science and Engineering
Academic Units to whom the course is
relevant
Xi |Is/Are there any course(s) in the same/|No
other academic unit(s) which is/ are
equivalent to this course? If so, please
give details.
xii |[Justification/ Need for introducing the This is an advanced course in graph theory

course

which covers structural and algorithmic graph
theory. It will be beneficial for PhD students
who wants to work in the domain of Discrete
Mathematics, Graph theory and Theoretical
Computer Science.

Page 116 of 164




1. Bioorganic chemistry and chemical biology

Name of Academic Unit: Chemistry

Level: Ph.D.
Programme: Ph.D.

i Title of the course Bioorganic chemistry and chemical biology
ii Credit Structure (L-T-P-C) (3-0-0-6)
iii | Type of Course Elective course
iv | Semester in which normally to be Fall
offered
% Whether Full or Half Semester Full
Course
vi | Pre-requisite(s), if any Nil
vii | Course Content* Enzyme chemistry and reaction mechanisms, chemistry of
biological pathways, fundamental principles of chemical
biology and their applications, chemistry of biomolecules
(DNA, RNA, proteins, lipids, and carbohydrates), natural
products biosynthesis (PKS, NRPS, RiPP, terpenes, alkaloids
etc.), chemical control of signal transduction, antibiotics and
resistance, chemistry of drug design and drug action,
introduction to metabolomics and proteomics.
Viii | Texts/References 1. R. Silverman, “The organic chemistry of enzyme
catalyzed reactions” Revised ed., Academic Press,
2002.
2. D. Vranken and G.A. Weiss “Introduction to
Bioorganic Chemistry and Chemical Biology”
1%'Ed., Garland Science, 2012.
3. McMurry and Begley “The Organic Chemistry of
Biological Pathways” 2" ed., WH Freeman, 2015
4. Nelson and Cox, “Lehninger Principles of
Biochemistry”, 7" Ed., WH Freeman, 2017
5. Silverman and Holladay “The Organic Chemistry of
Drug Design and Drug Action” 3" Ed., Academic
press, 2014
6. P. Frey and A. D. Hegeman, “Enzymatic Reaction
Mechanisms”, 13'Ed., OUP USA, 2007.
7. P. Bruice, “Organic Chemistry”7™ Ed., Pearson,
2013.
8. Wiley Encyclopedia of Chemical Biology (Editor:
T. Begley), 1% ed., Wiley-Blackwell, 2009 (4
volumes)
iX | Name(s) of Instructor(s) *** Nilkamal Mahanta
X Name(s) of other Departments/ Academic | BSBE
Unitsto whom the course is relevant
Xi Is/Are there any course(s) in the same/ other NA
academic unit(s) which is/ are equivalent to




this course? If so, please give details.

Xii

Justification/ Need for introducing
the course

This course provides foundation for bioorganic chemistry
and principles/applications of chemical biology for MS/PhD
students of chemistry and biochemistry to carry out further
advanced courses. In addition, it is relevant to different fields
of research in chemical sciences and life sciences.




Name of Academic Unit: Chemistry
Level: Ph.D.
Programme: Ph.D.

Title of the course

Fundamentals and Applications of Organic Photochemistry

Credit Structure (L-T-P-
C)

(3-0-0-6)

iii | Type of Course Core course
iv | Semester in which Spring
normally to be offered
v |Whether Full or Half Full
Semester Course
vi | Pre-requisite(s), ifany |Nil
(For the students) —
specify course number(s)
vii | Course Content* Principles of photochemistry <Resonance energy transfer (RET), Fluorescence
resonance energy transfer (FRET), excited state intra-molecular proton transfer
(ESIPT) mechanisms « Solid state optical properties: aggregation induced
enhanced emissions * Optical and electronic properties of polycyclic aromatic
compounds ¢ metal-organic based p-conjugated molecules ¢ Organic one-
dimensional (1D) and 2D polymers and Metal based n-conjugated compounds «
Electronic properties of p-conjugated compounds: fundamentals of
electrochemical techniques « HOMO and LUMO and band gap evaluations ¢
spectroelectrochemistry ¢ Electrochemical sensors eApplications of =-
conjugated compounds for optoelectronic applications: OLEDS, solar cells,
OLETS etc.
Viii | Texts/References 1. Petr Klan and Jakob Wirz “Photochemistry of organic compounds:
from concepts to practice (postgraduate chemistry series)”, 1 Ed.,
Wiley-Blackwell, 2009.
2. N.J. Turro, V. Ramamurthy, J. C. Scaiano “Modern Molecular
Photochemistry for Organic Molecules” 1% Ed.” Viva books, 2017.
3. Yongfang Li (editor) “Organic optoelectronic materials (lecture notes
in chemistry)” 1% Ed., Springer, 2015.
4, K.K.Rohtagi-Mukhejee “Fundamentals of photochemistry”, 3" Ed.,
New age international publishers, 2017.
5. J. R. Lakowicz “Principles of Fluorescence Spectroscopy”, 2" Ed.,
Springer, 1999.
iXx | Name(s) of Instructor(s) | MRR
*Kkk
X | Name(s) of other NA
Departments/ Academic
Unitsto whom the course
is relevant
xi | Is/Are there any course(s) | NA
in the same/ other
academic unit(s) which
is/ are equivalent to this
course? If so, please give
details.
xii | Justification/ Need for | This course will provide fundamentals of photochemistry of organic materials

introducing the course

and compounds to MS/PhD students.




INDIAN INSTITUTE OF TECHNOLOGY DHARWAD

Name of Academic Unit: Chemistry

Level: Ph.D.

Programme: Ph.D.

[ Title of the course Organic spectroscopy
il Credit Structure (L-T-P-C) (3-0-0-6)

i Type of Course Core course

Iv._ Semester in which normally to be offered Spring

v Whether Full or Half Semester Course  Full

vi  Pre-requisite(s), if any (For the students) Nil
— specify course number(s)

vii  Course Content Infrared spectroscopy ¢ Mass spectrometry ¢
nuclear magnetic resonance spectroscopy

Viii  Texts/References Organic spectroscopy by William Kemp

iXx | Name(s) of Instructor(s) Prof. Nilkamal Mahanta

X Name(s) of other Departments/ Academic NA
Units to whom the course is relevant

xi | Is/Are there any course(s) in the same/ NA
other academic unit(s) which is/ are
equivalent to this course? If so, please

give details.

xii | Justification/ Need for introducing the
course
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Name of Academic Unit: Chemistry

Level: Ph.D.

Programme: Ph.D.

Title of the course

Topics in Chemistry

Credit Structure (L-T-P-C)

(3-0-1-8)

Type of Course

Core course

iv Semester in which normally to | Autumn
be offered
v Whether Full or Half Semester | Full
Course
Vi Pre-requisite(s), if any (For the |Nil
students) — specify course
number(s)
vii Course Content* Organic and Inorganic: Chemistry of Materials

Introduction to materials, Periodic table, its physical and
chemical properties of elements, Introduction to solid state
chemistry -1&2, Carbon chemistry — physical and chemical
properties, Bulk to nano transition - physical phenomena, 3D,
2D, 1D, OD nano systems, Introduction to nanoscience and
nanotechnology - Metals, semiconductors, Introduction to
nanoscience and nanotechnology -Carbon  nanotubes,
fullerenes, Quantum dots.

Systems under technological importance - Naturally occurring

materials, Optical and magnetic systems based on metals,
Inorganic semiconductors - optical materials, magnetic materials




Organic semiconductors -optoelectronic materials,
optoelectronic materials

Self-assemblies of nanoparticles, Nano systems - catalysis,
Surface coating technology, High temperature
superconductivity,  Application of high  temperature
superconductivity, Complex metal oxide, Giant magneto
resistance, Spintronic.

Chemical and non-chemical approach to materials synthesis -
Solution based material synthesis - Precipitation methods,
hydrothermal etc., Solution based materials synthesis - Micro-
emulsion, Sol-gel, Phase transfer reactions, Synthesis and
properties of monolayer capped metal nanoparticles, Material
synthesis using microwave radiation and ultra- sonic waves,
Solid state synthesis, Hybrid methods for materialssynthesis

- synthesis of rational shaped molecules and semiconductors.
Modern Characterization of materials (SEM, TEM, XPS, AFM,
powder X- ray etc., Routine characterization tools-UV-visible
spectrophotometer, Fluorimeter, NMR, IR, Particle size
analyzer, Powder X-ray microscopy). Physical: Ab Initio
Molecular Orbital Theory

SCF and Hartree Fock Methods, Roothan Equations,
Configuration Interaction, Density Functional Theory,
Perturbation theory and applications.

Viii | Texts/References 1.J. D. Lee, Concise Inorganic Chemistry, Fifth edition,
Blackwell publishing (2008)
2. Robert T. Morrison, Robert N. Boyd, and Robert K. Boyd,
Organic Chemistry, 6th edition Benjamin Cummings, (1992)
3.Charles P. Poole Jr. Frank J. Owens, Introduction to
Nanotechnology, John Wiley & Sons, Inc. (2003)
4.Nan Yao, Zong Lin Wang, Handbook of Microscopy for
Nanotechnology, Kluwer academic publishers, London (2005)
5. Pople, J.A. and Beveridge, D.L. Approximate Molecular
Orbital Theory. McGraw-Hill, New York. (1970)
6. Ab Initio Molecular Orbital Theory by W. J. Hehre, L.
Radom, P. v. R. Schleyer, and J. A. Pople, John Wiley, New
York, 548, (1986)
7.Modern Quantum Chemistry: Introduction to Advanced
Electronic Structure Theory, by Attila Szabo, Neil S. Ostlund,
Dover Publications, New York (2000)
8. Introductory Quantum Chemistry/Quantum Mechanics Books
by authors such as Pilar, McQuarrie, Pauling and Wilson,
9. NPTEL Web and Video courses in quantum chemistry and
computational chemistry

iX Name(s) of Instructor(s) *** Prof B L Tembe and Prof. Rajeswara Rao M

X Name(s) of other NA

Departments/ Academic Units
to whom the course is relevant
Xi Is/Are there any course(s) in the |NA

same/ other academic unit(s)
which is/ are

equivalent to this course? If
s0, please give details.



http://doverpublications.ecomm-search.com/search?keywords=Attila%20Szabo
http://doverpublications.ecomm-search.com/search?keywords=Attila%20Szabo

xii | Justification/ Need for This course provides all round (physical, organic and
introducing the course Inorganic) essential concepts for PhD students




Name of Academic Unit: Electrical Engineering
Level: PG/UG
Programme: B. Tech/MS/PhD

i Title of the Course Neural Networks And Deep Learning (NNDL)
ii. Credit Structure L T P C
3 0 0 6
iii. | Prerequisite, if any Exposure to basic concepts in calculus and probability
iv. | Course Content Introduction to Artificial Neural Networks (ANN) and Deep Learning (DL):
(separate sheet may be Motivation, basics of ANN, overview of PRML, evolution deep learning and
par y different architectures. Applications of ANN vs DL.
used, if necessary)
Feedforward Neural Networks (FFNN): Working principle, basic architecture,
analysis of FFNN for different PRML tasks.
Feedback Neural Networks (FBNN): Working principle, basic architecture,
Boltzmann machine, analysis of FFNN for different PRML tasks.
Competitive learning Neural Networks (CLNN): Working principle, basic
architecture, analysis of CLNN for different PRML tasks.
Deep Learning (DL) Architectures: Deep FFNN, Convolutional neural networks
(CNN), Recurrent neural network (RNN), Longterm shortterm memory (LSTM),
Generative adversarial network (GAN), DL architectures with attention mechanism.
Some recent DL architectures.
Applications of DL: speech processing, image processing and other tasks.
V. Texts/References 1. B. Yegnanarayana, Artificial Neural Networks, PHI, 1999.
(separate sheet may be 2. lan Goodfellow, Yoshua Bengio, and Aaron Courville, Deep Learning, MIT
used, if necessary) Press, 2016.
vi. | Instructor () S. R. Mahadeva Prasanna
vii. | Name of departments to | Computer Science and Engineering, Electrical Engineering and Mechanical
whom the course is Engineering
relevant
viii | Justification This course aims at providing an overview to the neural networks and deep learning
areas. NNDL being an application area of probability, pattern recognition and machine
learning, the same will be suitable for both electrical engineering and computer science
and engineering students. The course contents include introduction to review of key
neural networks concepts, limitations of them, detailed study of mostly deep
architectures. Comparison of NN and DL architectures on different applications like
speech processing, image processing and NLP.




Name of Academic Unit: Electrical Engineering
Level: PG/UG
Programme: B. Tech/MS/PhD

Title of the course

Speech Processing

Credit Structure (L-T-P-C)

(3006)

Academic Units to whom the
course is relevant

iii | Type of Course Elective course
iv | Semester in which normally to be Autumn or Spring
offered
Y Whether Full or Half Semester Full
Course
vi | Pre-requisite(s), if any (For the Exposure to probability concepts.
students) — specify course
number(s)
vii | Course Content* Introduction: Speech production and perception, nature of speech; short-term
processing: need, approach, time, frequency and time-frequency analysis.
Short-term Fourier transform (STFT): overview of Fourier representation,
non-stationary signals, development of STFT, transform and filter-bank views of
STFT.
Cepstrum analysis: Basis and development, delta, delta-delta and mel-
cepstrum, homomaorphic signal processing, real and complex cepstrum.
Linear Prediction (LP) analysis: Basis and development, Levinson-Durbin’s
method, normalized error, LP spectrum, LP cepstrum, LP residual.
Sinusoidal analysis: Basis and development, phase unwrapping, sinusoidal
analysis and synthesis of speech.
Applications: Speech recognition, speaker recognition, speech synthesis,
language and dialect identification and speech coding.
Viii | Texts/References 1. L.R. Rabiner and R.W. Schafer, Digital Processing of Speech Signals
Pearson Education, Delhi, India, 2004
2. J. R. Deller, Jr., J. H. L. Hansen and J. G. Proakis, Discrete-Time
Processing of Speech Signals, Wiley-IEEE Press, NY, USA, 1999.
3. D. O’Shaughnessy, Speech Communications: Human and Machine,
Second Edition, University Press, 2005.
4. T. F. Quatieri, “Discrete time processing of speech signals”, Pearson
Education, 2005.
5. L. R. Rabiner, B. H. Jhuang and B. Yegnanarayana, “Fundamentals of
speech recognition”, Pearson Education, 2009.
ix | Name(s) of Instructor(s) *** S R Mahadeva Prasanna
X Name(s) of other Departments/ CS




Xi | Is/Are there any course(s) in the No
same/ other academic unit(s) which
is/ are equivalent to this course? If
s0, please give details.
xii | Justification/ Need for introducing | This course aims at providing an overview to the speech processing area. Speech

the course

processing being an application area of probability, signal processing and pattern
recognition, the same will be suitable for both electrical engineering and
computer science and engineering students. The course contents include
introduction to speech processing, speech signal processing methods like short
term Fourier transform, Cepstral analysis, linear prediction analysis, sinusoidal
analysis. Some of the applications like speech recognition and speech synthesis
will also be taught.




Name of Academic Unit: Electrical Engineering
Level: PG/UG
Programme: B. Tech/MS/PhD

Title of the Course Neural Networks And Deep Learning (NNDL) Laboratory

ii. | Credit Structure L T P C

0 0 3 3

iii. | Prerequisite, if any Currently taking or already taken NNDL theory course

iv. | Course Content The lab will closely follow the theory course. The idea is to have the
(separate sheet may be frt]udlt\alrll\ﬁ)[ntzlement the basic algorithms on different topics studied in
used, if necessary) € eory course.

v. | Texts/References (separate 1. B. Yegnanarayana, Artificial Neural Networks, PHI, 1999.
sheet may be used, if 2. lan Goodfellow, Yoshua Bengio, and Aaron Courville, Deep
necessary) Learning, MIT Press, 2016.

vi. | Instructor (s) S. R. Mahadeva Prasanna

vii. | Name of departments to Computer Science and Engineering, Electrical Engineering and
whom the course is Mechanical Engineering
relevant

viii | Justification NNDL Laboratory is important to reinforce different concepts that will

be studied as part of the theory course.




Name of Academic Unit: Electrical Engineering
Level: PG/UG
Programme: B. Tech/MS/PhD

Title of the Course

Speech Processing Laboratory

Credit Structure

L T P C
0 0 3 3

Prerequisite, if any

Currently taking or already taken Speech Processing theory course

iv. | Course Content The lab will closely follow the theory course. The idea is to have the students
(separate sheet may |mplem_ent t':]he basic algorithms on different topics studied in the speech
be used, if necessary) processing theory course.

v. | Texts/References 1. L.R. Rabiner and R.W. Schafer, Digital Processing of Speech
(separate sheet may Signals Pearson Education, Delhi, India, 2004
be used, if necessary) L .

2.J.R. Deller, Jr., J. H. L. Hansen and J. G. Proakis, Discrete-Time
Processing of Speech Signals, Wiley-IEEE Press, NY, USA, 1999.
3. D. O’Shaughnessy, Speech Communications: Human and
Machine, Second Edition, University Press, 2005.

4. T. F. Quatieri, “Discrete time processing of speech signals”,
Pearson Education, 2005.

5. L. R. Rabiner, B. H. Jhuang and B. Yegnanarayana,
“Fundamentals of speech recognition”, Pearson Education, 2009.

vi. | Instructor (S) S. R. Mahadeva Prasanna

vii. | Name of departments | Computer Science and Engineering, Electrical Engineering and Mechanical
to whom the course is | Engineering
relevant

viii | Justification Speech Processing Laboratory is important to reinforce different concepts that

will be studied as part of the theory course.




Name of Academic Unit: Electrical Engineering
Level: B. Tech./ MS(R) / PhD
Programme: B.Tech. / MS(R) / PhD

i |Title of the course Wireless Communication
it |Credit Structure (L-T-P-C) 3-0-0-6
iii | Type of Course Elective
iv  |Semester in which normally to be offered | Autumn
v |Whether Full or Half Semester Course |Full
vi |Pre-requisite(s), if any (For the Signals and Systems, Probability (UG level),
students) — specify course number(s) Principles/Fundamentals of Communications
vii |Course Content Review of fundamentals in probability theory,
random processes, spectral analysis of deterministic
and random signals; review of digital modulation
schemes, optimal receiver design under additive
white Gaussian noise (AWGN) and error rate
performance;  orthogonal  frequency  division
multiplexing (OFDM); channel modeling, capacity
and diversity techniques in wireless communication;
multi-input multi-output (MIMO) systems and space
time block codes (STBC); cellular communication
systems, multiple-access  and interference
management.
viii | Texts/References 1) David Tse and Pramod  Viswanath,
“Fundamentals Of Wireless Communication,”
Cambridge University Press, 2005.
2) Andrea Goldsmith, “Wireless Communications,”
Cambridge University Press, 2005.
ix |Name(s) of Instructor(s) Naveen M B
x |Name(s) of other Departments/ Engineering Physics
Academic Units to whom the course is
relevant
xi |Is/Are there any course(s) in the same/ | None
other academic unit(s) which is/ are
equivalent to this course? If so, please
give details.
xii |Justification/ Need for introducing the This is an elective course for Communications spine.
course




Name of Academic Unit: Electrical Engineering
Level: PG/UG
Programme: B. Tech/MS/PhD

Title of the Course

VLSI Technology

Credit Structure L T P C
3 0 0

Type of Course Elective

Semester in which normally Even

to be offered

Whether Full or Half
Semester Course

Full semester

Prerequisite, if any

Exposure to Electronic Devices

Course Content

(separate sheet may be used,

if necessary)

Introduction on VLSI Design, Bipolar Junction Transistor Fabrication,
MOSFET Fabrication for IC, Crystal Structure of Si, Defects in
Crystal

Crystal growth techniques — Bridgeman, Czochralski method,
Floating-zone method

Epitaxy — Vapour phase Epitaxy, Doping during Epitaxy, Molecular
beam Epitaxy

Oxidation — Kinetics of Oxidation, Oxidation rate constants, Dopant
Redistribution, Oxide Charges, Oxide Layer Characterization

Doping — Theory of Diffusion, Infinite Source, Actual Doping
Profiles, Diffusion Systems, lon-Implantation Process, Annealing of
Damages, Masking during Implantation

Lithography

Etching — Wet Chemical Etching, Dry Etching, Plasma Etching
Systems, Etching of Si, Sio2, SiN and other materials,

Plasma Deposition Process
Metallization — Problems in Aluminum Metal contacts,

IC BJT — From junction isolation to LOCQOS, Problems in LOCQOS,
Trench isolation, Transistors in ECL Circuits, MOSFET Metal gate
vs. Self-aligned Poly-gate, MOSFET |l Tailoring of De